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DOMAIN EXPERTISE

CONSTRAINTS INTERVENTIONS

SCENARIOS

Human 
decision making 
augmented by 

CAUSAL AI

Considering the wider context 
when making decisions

Evaluating hypothetical scenarios 

Planning and designing optimal 
interventions

Respecting human, legal and 
environmental constraints

Humans trust 
Causal AI with 
complex 
decisions 
Correlation ML systems learn 
to perform simple predictions 

But predictions are a very small 
element of decision making.

Causal AI is the only technology that can 
augment human decision making
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We launched the World’s First Causal AI Enterprise Platform, which automates everything from Raw Data to Improved Business Decisions.

World’s First Full-Stack Causal AI Platform

Automatically  
discover valuable data

 
 

Automatically build & operationalize 
causal models From models to decisions

Data Cleaning & Discovery causaLab decisionOS

Business context Optimal Intervention Design, 
Algorithmic Recourse

Decision Apps 

In-house data

External data

Data from top 
sources 

Nowcasts & 
forecasts

Live & adaptable 
Causal Models

Explainability 
application

https://www.causalens.com/launch-first-ai-platform-oct-2020/
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Causality
When do we say that A is a cause of B?

A is a cause of B if, had A not happened, then B 
would not have happened.

Rain is a cause of me 
being drenched with water.

Common approach: counterfactual causality.

A B ¬A ¬B

same world

Background:
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Rain or car are causes of me 
being drenched?

Causality
When do we say that A is a cause of B?

We need to capture more complex 
causal connections!

Rain is a cause of me 
being drenched.

Common approach: counterfactual causality.

redundancy
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Causality
When do we say that A is a cause of B?

We need to capture more complex 
causal connections!

Common approach: counterfactual causality.

Car is a cause of me 
being drenched, 
but not the rain

preemption

8:00AM 10:00AM
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Actual causality
Extends the counterfactual reasoning 
by having expressive causal models 

allowing redundancy, preemption, and 
complex causal structures

A,C B

original world contingency

A,¬C ¬BB ¬A,¬C

counterfactual dependence

Redundancy: A is a cause of B if there exists some contingency C 
(change in the current world) 
in which B counterfactually depends on A. 

©Halpern & Pearl, 2001
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Illustration of redundancy in actual causality

Rain is an actual cause of me 
being drenched.

Contingency = the carX
Rain is 

a counterfactual cause
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Responsibility: a quantitative measure of causality

…
90

…
10

A B

…
51

…
49

A B

Voting example

Each blue voter is a cause 
of Lincoln’s win

Each blue voter is a cause 
of Lincoln’s win

We need to distinguish 
between the cases!

California:

New York:
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Responsibility: a quantitative measure of causality

…
51

…
49

A B

…
90

…
10

A B Each  blue  voter is 
1/40-responsible 
for Lincoln’s win

Each  blue  voter is 
1-responsible for 

Lincoln’s win

Voting example

Responsibility allows to 
rank causes

California:

New York:
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Complexity of Computing 
Causality and Responsibility

⧫Σ2- complete for singleton causes. 
⧫D2- complete in general case.

Causality:

⧫FP            - complete. 

Responsibility:

Σ  [log(n)]2

D2 is the 
difference class 

of Σ2 and Π2

INTRA
CTA

BLE
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Complexity of Computing 
Causality and Responsibility

⧫Σ
2
- complete for singleton causes. 

Causality:

⧫FP            - complete. 

Responsibility:
Σ  [log(n)]2 INTRA

CTA
BLE

⧫ There are linear-time approximation algorithms 
o Accurate on most problems 

⧫ We usually care only about highest-ranked causes 
o Polynomial to compute the exact set

The good news:

ca
us

ali
ty
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Modern computerized systems are 
huge and difficult to understand

black 
box
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Modern computerized systems are 
huge and difficult to understand

black 
box

Deep 
Neural Networks

or even impossible
to understand

black box
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From DARPA:
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GDPR right to 
explanation
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Modern computerized systems are 
huge and difficult to understand

black 
box

Deep 
Neural Networks

or even impossible
to understand

black boxCan we 
explain the 

system’s 
decisions?

Can we 
understand and 

fix errors?

Can we trust 
the system?

Is the system 
fair?

causality



© 2010 IBM Corporation19

Modern computerized systems are 
huge and difficult to understand

black 
box

Deep 
Neural Networks

or even impossible
to understand

black boxCan we 
explain the 

system’s 
decisions?

Can we 
understand and 

fix errors?

Can we trust 
the system?

Is the system 
fair?

causality



© 2010 IBM Corporation20

Counterexamples in hardware

A huge timing diagram that is very difficult to understand 

Do we understand 
the 

counterexample?
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Explaining counterexamples using causality 
(Red Dots) 

part of  IBM   tool

A timing diagram of a buggy hardware execution

φ = always ((!START and !STATUS_VALID and END( ->
       next(!START Until (STATUS_VALID and READY))

causes 
marked as 
red dots

works and is really 
useful!

causality
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Following this work…

Many applications 
of causality and 
responsibility to 

software 
engineering

causal debugging 
for software

CREST workshop

Explaining counterexamples using causality 
(Red Dots) 

part of  IBM   tool
causality
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Explanation of faults in software testing - SOA
⧫ Statistical Analysis for Fault Localisation 

o Looks for correlation – elements that appear more in failing traces 
than in passing ones are suspicious 

o Elements are ordered by their degree of suspiciousness

http://www.tylervigen.com/spurious-correlations
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5G is
 caus

ing C
OVID-19

Explanation of faults in software testing - SOA
⧫ Statistical Analysis for Fault Localisation 

o Looks for correlation – elements that appear more in failing traces than in passing ones are 
suspicious 

o Elements are ordered by their degree of suspiciousness

http://www.medium.com

Ongoing work: causal 
debugging for 

software
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Modern computerized systems are 
huge and difficult to understand

black 
box

Deep 
Neural Networks

or even impossible
to understand

black boxCan we 
explain the 

system’s 
decisions?

Can we 
understand and 

fix errors?

Can we trust 
the system?

Is the system 
fair?
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Explanations for Deep Neural Network’s decisions

DNN for 
classifying animals red panda

Because 
of this part:Explanation: 

minimal, sufficient, 
non-trivial subset 
of the pixels of 

the image 

cau
sal

ity
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How to detect misclassification?

© Ribeiro, Singh, Guestrin. 
“Why Should I Trust You?”, KDD’16

Example: wolves vs huskies

DNNPictures of 
wolves and 

huskies

Training phase:

Classification phase: DNN wolf

(husky)
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Subtle misclassification – uncovered by explanations

DNN for 
classifying images cowboy hat

Explanation 
uncovered 

misclassification! 

Because 
of this part:

seems 
ok
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Explanations for DNN’s decisions – based on ranking of causes

DNN for 
classifying 
animals

red panda

Because 
of this part:

How to compute 
a minimal 

sufficient subset 
efficiently?

Use causal 
analysis for 

ranking causes 
& choose from 

the top
ca

us
ali

ty
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Photobombing (Partially occluded images)

dog peopleX

Partially occluded images 
have non-contiguous explanations

causality
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Explanations for DNN’s decisions – Photobombing

DNN

bus

causality

explanation

DNN

dog

ranking
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Reinforcement learning – causal simplification of policies

Original policy Simplified policy



© 2010 IBM Corporation33

Modern computerized systems are 
huge and difficult to understand

black 
box

Deep 
Neural Networks

or even impossible
to understand

black boxCan we 
explain the 

system’s 
decisions?

Can we 
understand and 

fix errors?

Can we trust 
the system?

Is the system 
fair?
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AI black-box systems are widely used 
Their decisions affect people

black 
box

Deep 
Neural Networks

black box

Is the system 
fair?

AI
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Fairness - Motivation 
What is fair? How do we detect unfairness? 

What should the regulations require?

Ensure that gender 
is not a part of the 

model?
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Fairness 
1st attempt

Ensure that gender is 
not a part of the 

model?

Mortgage approval

salar
y

amount

gender

Flip the gender and 
check the decision?X Won’t work because 

salary will change
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Fairness 
2nd attempt

Mortgage approval

salar
y

amount

gender

Fix salary, then 
change the gender

Why is salary 
special?
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Fairness

⧫ The rough idea: define the set of sensitive variables and the set of allowed variables

regulator
Sensitive variables: 
• Gender 
• Ethnicity 
• Age 
• … 

Proposed allowed 
 variables: 
• Salary 
• Savings 
• House price 
• … 

negotiation

✅

black 
Box AI
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Which variables should be allowed?

Business necessity Fairness

• Salary – for mortgage applications 
• University rank – for job applications 

• Is it fair? 

No allowed variablesAll variables are allowed

Risky decisionsUnfair decisions
regulation
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Fairness of a system – for certification
A model M is fair wrt the set X of sensitive variables and the set Y of allowed variables if for any setting, 
changing the values of sensitive variables has no effect on the outcome of M if the allowed variables are fixed.

How can we check 
this?

black 
Box AI

interventions

Certification process:
co-NP complete
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Fairness for a single applicant (verifying a lawsuit)
A model M is fair wrt the set X of sensitive variables and the set Y of allowed variables for a given applicant 
Alice if for the values describing Alice, changing the values of sensitive variables has no effect on the outcome 
of M for Alice if the allowed variables are fixed.

How can we check 
this?

black 
Box AI

interventions

Check for a single applicant

Polynomial in the 
number of settings 
of sensitive 
variables
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Proxy variables

What if the bank hides 
the sensitive variables 

in allowed ones?

Mortgage approval

Salary
+gende

r

amount

gender

We will miss the 
unfairness
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Proxy variables

Not always clear whether 
some variables are proxy

black 
Box AI

Social 
networks

Public information

Religious holidays 
celebrated A proxy for religious affiliation 

and/or ethnicity! 
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Summary: 
Proposed regulation

Mortgage approval

black 
Box AI

Fairness    +     no proxy variables

Precise algorithm 
or approximation Statistical 

independence
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black 
box

Deep 
Neural Networks

black box

Can we understa
nd 

and fix errors? 

Can we explain 

the system’s decisions?

Can we trust 
the system? 

Is t
he sy

ste
m fa

ir?
 Question

s?


